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ON THE RATE OF CONVERGENCE IN THE
CONDITIONAL CENTRAL LIMIT THEOREM
FOR STATIONARY MIXING SEQUENCES

BUI KHOI DAM

Abstract. Let (Xn,n € N) be a stationary, p - miring sequence of real valued random
n
variables with E(X,) = 0 and E(X2) = 1. Put S, = E X;, 82 = ES}. In this note,

=1
the rate of covergence in the conditional central imit theorem for stationary mizing sequences
1s shown as follows:

A"(B) o= tsélg |P(s;lsn < tIB) == <I>(t)| - O(n°(1/2_7))

46p — 4
LBfrh4op

E|X1|PT® < 0o forsomep >8, >0 ¢(n)<Cn=?% o e

and

di(Y,0({X1,...;Xn)) = O(n—(1/2+6)(logn)"'), >l
where ® 1s the standard normadl distribution and

7T=9(p,6) =1/p+e+1/(p + 46p).

1. INTRODUCTION

Let (Xn, n € N) be a stationary, - mixing sequence of real valued random

variables with E(X,) =0 and E(X2) = 1. Put S, = ) X;, s2 = ES2?. Let

1=1
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B € 0(Xn,n € N) with P(B) > 0. The aim of this note is to investigate the

convergence rate to the normal law of conditioned distributions. Namely, we show
that

A, (B) = sup |P(s;1S, < t|B) — &(t)| = 0(n~(1/2-7))
- tER _

under the assumptions

E|X;|Pt* <00 forsome p>8, >0, p(n) < cn® 6>0
di(Y,0(X1,..., X)) =0(n~/2*) (logn)~"), r > 1
where ® is the standard normal distribution
il
p+ 46p

_ 1
7_="r(p,5)=;+€+

If (X,) is a sequence of i.i.d. random variables with mean 0 and variance 1
then the classical theorem of Berry-Esseen gave the best estimation of the rate of
convergence to the normal law (see Petrov [4]):

An(ﬂ) = sup |P(n_1/25n < t) e (I)(t)| 2 O(n—l/Z).
tER

If (X,.) is a stationary, - mixing sequence of random variables with E(X;) =
0, E(X?) =1, E(X}) < o0, and

0 < lim < +00

E(Sy)

then Stein [6] proved that A, (Q) = 0(n~1/2).

The conditional central limit theorem obtained firstly by Renyi [5] asserts
that

lim A, (B) = limsup |P(S,.n"Y2 < t|B) — ®(t)| = 0
for all B € 0(X,,n € N) with P(B) > 0, where (X},) is i.i.d. sequence of random
variables. The conditional central limit theorem plays an important role in the

theory of random summation, in random walk problems, in sequential estimation
and in the field of Monte Carlo methods.
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In (3], Landers and Rogge showed that

An(B) =0(n"*/?)
if |
E|X1|P < 400 for some p >3, d(B,o(Xy,...,X4))
o HA ol N S Wi B
= inf {P(BAA), A€ o(X1,..., Xn)} = O(nl/z(log n)s/z)

Therefore, our result can be considered as a simultaneous generalization of
the results of Renyi, Stein, Landers and Rogge.

2. RESULT

We shall present the result in a slightly generalized form by considering a
bounded random variable Y instead of the set B.

Theorem. Let (X,,n € N) be a stationary, p-mixing sequence of random vari-
ables such that

(i) E|X,|P*¢ < oo for some p > 8, ¢ > 0,

(i) mixing coefficient satisfies p(n) < C.n~?, 'C being constant and 6 > 0.

(iii) di(Y, 0(X1,.. . s Xn)) = inf {|[Y = Z||y : Ziso(X1,..., X,) measurable} =
0(n=(/2+8) (logn)=7), r > 1.

Then

/

Su <t

n

sup |E(I( ).Yj — B(t)E(Y)| = 0(n7(1/2-c(p0)))

tER

1
where €(p,6) = — + e+ :
e 2+ 45p

Proof.

Without loss of generality, we can assume that E(S?2) = n, (see, e.g. Billings-
ley [1, page 172]). Denote Ny = {2,i € N}, Yy = E(Y|%) where % =
o(Xy,...,Xk), kK € Ny. Then (Y, %) is martingale satisfying E|Y — Y;| =
0(n—(1/2+%)), Choose
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nozmé,x{kENl, kS -;—L s Ny = [npﬁ'«t}ﬁ]'_{_l

we have

IE[I(—\S}—"_ <t).Y]-8@EY)| = |E{ [I(% <t) - o)y}
= |E((TE <) -9@][ ~Yu) + > (V= Yiga) + Yo, ]}]

keNg
ng2k>2n;
Sn
SIBW ~ Yool + . D E’E[I(\/_,—L <t) - ®(t)| %] (Vi — Yk/z)l
a8, £6205 |

+ IE{YnlE[I(j—% <t)-8(t)|%)} =h+ L+ L.

n

For estimating the term E(I(—= < t) — ®(t)| %) we write S;; = zJ: X

: . \/ﬁ v=1+1
1< ].
Sn ot Sak,n t\/n Sk
P(V—-ﬁ<t|7k) _P(\/nZ—Zk <\/n—2lc \/n—2lc|fk)
P((\/ijé%_ < t\/_ - \/Sik )('Szkl & (zk)1/2+6)|}rk)
oty < Al s o)

It follows from the above equality that

IP(S—\/"_ s tlfk) - @(t)‘ < 2P(|S2] > (2k)1/2+5|7(c)

(R < 2L+ B i) o
(e < M O i) e

< 2P(|Sak| > (2k)'/2+°| %) + 200(k) + 2 sup P( LW u)
. | uER n — 2k

2(2k)1/2+5 18 1 \/T_l
V2ry/n -2k  V27me/n — 2k

—(I>(u)l 4
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Hence, we can deduce that

L< ). E[|Yi—Yiy|P(|S2| > (2k)/2+9))]
n; <kEN,
2 (2k)/2+8 E|Yy — Vi)

k)E|Zx| + —
o Z lk' \/27rn<;eN vn — 2k

n;<k€N1
+\/ﬁ Z EIYk—Yk/zl

2 2kE|Yk — Yo

+ B
Vime <keN, Vn — 2k n, <kEN,

< Cu Y, P([Sak| >'(2k)1/2+9)

kEN,

k>n;
il ik
+ 2C4,
k; k1/2+8(log k)" k°
k>n1
013 b’ 014 1 Cis
+
kEZN (log k)" Z \/—k1/2+5 (logk)r  /n
k>nl k>ul
=Cu Y P(|Su| > (2k)1/2+?)
kEN,
k>n)

1 1
tCu Z k6+1/2+28 (log k)

where C' denote constants depending only on p, §.

Using result of Lai (see [2, Theorem 1, page 695]) and noticing that

/

ne Ny, np> [nvﬂgr-‘*] +1

we get
' (1/2+26)-2p(|g | > (2k)1/2+26) C
1/2+26) _ (2k)” (52 =
keZN P(|S2k| > (2k ) = k; (2k)P/2+25p—2 = \/~
k>2n) k2ny

For the next term, we have
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Z 1 1 Cy
2 KRS (logh)r =
k>n,

since
p+46p—4

2
Similarly, we can estimate I3 as follows:

0 >

Is < Cs1P(|San,| > (C(n1)) 2% + 200(n1)
\O2n :n C v
+ 2 sup P(—L—<u)—¢( )} (m1)

u€ER vn —2n, V2my/n — 2n,

2 2n1

+ LSS ET - SR
V2men — 2n,

We choose C(n;) = ni/zn”vlﬂ) Then we can estimate all terms of the
right-hand side of the above inequality as follows: First, by Markov’s mequahty
we have

E|Syn, |P*¢ < Gas
nfi. 12 — Vn

P(|S3n, | > ny/*n 7o) <
Further, we have obviously

© Ak 1

w(l)_l_nﬁz"nl/?’
1 ni/2n2(pl_+=) ' 1 g
V2r Vn—2n1 V20— ra)
1 2n, 2% :

< A o
V2men —2n; T \/2me/n

Therefore, we get finally

C4
<
Is.< n1/2(1- Wﬁ)

To complete the proof, we must show that

Cs
vn

But this is obvious by the property of martingél_e (Yk).

I; =2E|Y - Y, |< =
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