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Abstract. In this paper we study the solvability in a closed form of singular integral equations of certain form. The method in this report is to reduce such equations to systems of singular integral equations of Cauchy type and then obtain all solutions in a closed form.

## 1. Introduction

Let $\Gamma$ be a simple regular closed arc on the complex plane $C$. It is known that the equation of the form

$$
a(t) \varphi(t)+b(t)(S \varphi)(t)=f(t)
$$

admits an effective solution (in a closed form), where $S$ is a singular integral operator of Cauchy type in $H^{\mu}(\Gamma)(0<\mu<1)$ (see [5]).

In [2], Ng. V. Mau considered the problem of solvability in closed form for singular integral equations of the form

$$
\varphi(t)+\frac{1}{\pi i} \int_{\Gamma} \frac{\tau^{n-1-k} t^{k}}{\tau^{n}-t^{n}} M(\tau, t) \varphi(\tau) d \tau=f(t)
$$

where $n, k$ are non-negative integers, $0 \leq k \leq n-1$, and $\Gamma$ is the unit circle on the complex plane.

Let $\Gamma=\{t \in \mathbf{C}:|t|=1\}, D^{+}=\{z \in \mathbf{C}:|z|<1\}, D^{-}=\{z \in \mathbf{C}:|z|>$
1\}. Denote by $X$ the space $H^{\mu}(\Gamma)(0<\mu<1)$.
Consider a singular integral equation of the form

$$
\begin{equation*}
\varphi(t)+\frac{1}{\pi i} \int_{\Gamma} \frac{\tau^{n-1-k} t^{k}}{\tau^{n}+t^{n}} M(\tau, t) \varphi(\tau) d \tau=f(t) \tag{1}
\end{equation*}
$$

where $\varphi(t), f(t) \in X$ and $M(\tau, t)$ is a function satisfying Hölder's condition in both variables $(\tau, t) \in \Gamma \times \Gamma, 0 \leq k \leq n-1,1 \leq n \in N$.

In this paper we study solvability in a closed form of singular integral equations of the form (1).

By algebraic method we reduce Eq. (1) to a system of singular integral equations of Cauchy type and then obtain all solutions in a closed form.

## 2. Preliminaries

## Let

$$
\begin{align*}
(S \varphi)(t) & =\frac{1}{\pi i} \int_{\Gamma} \frac{\varphi(\tau)}{\tau-t} d \tau \\
\left(\widetilde{S}_{n, k} \varphi\right)(t) & =\frac{1}{\pi i} \int_{\Gamma} \frac{\tau^{n-1-k} t^{k}}{\tau^{n}+t^{n}} \varphi(\tau) d \tau, \quad 0 \leq k \leq n-1  \tag{2}\\
(W \varphi)(t) & =\varphi\left(\varepsilon_{1} t\right), \varepsilon_{1}=\exp \left(\frac{\pi i}{n}\right), \varepsilon_{j}=\varepsilon_{1}^{j} \quad(j=1, \ldots, 2 n)
\end{align*}
$$

We have (see [5]) $S^{2}=I, W^{2 n}=I$, where $I$ is the identity operator on $X$.
Denote

$$
\begin{aligned}
P & =\frac{1}{2}(I+S), \quad Q=\frac{1}{2}(I-S) \\
P_{j} & =\frac{1}{2 n} \sum_{\nu=1}^{2 n} \varepsilon_{j}^{2 n-1-\nu} W^{1+\nu}(j=1, \ldots, 2 n)
\end{aligned}
$$

Then we have (see [5])

$$
\begin{gather*}
P^{2}=P, Q^{2}=Q, P Q=Q P=0, P_{i} P_{j}=\delta_{i j} P_{j}(i, j=1, \ldots, 2 n) \\
I=\sum_{j=1}^{2 n} P_{j}, W^{k}=\sum_{j=1}^{2 n} \varepsilon_{j}^{k} P_{j}  \tag{3}\\
X=X^{+} \oplus X^{-}={\underset{j=1}{2 n} X_{j}}^{X}
\end{gather*}
$$

where $X^{+}=P X, X^{-}=Q X, X_{j}=P_{j} X(j=1, \ldots, 2 n), \delta_{i j}$ is the Kronecker symbol.

Lemma 1. Let $\widetilde{S}_{n, k}$ be of the form (2). Then

$$
\tilde{S}_{n, k}=S P_{k}-S P_{n+k} \quad(k=0, \ldots, n-1)
$$

where we admit $P_{0}=P_{2 n}$.

Proof. From the identity

$$
\frac{\tau^{n-1-k} t^{k}}{\tau^{n}+t^{n}}=\frac{\tau^{2 n-1-k} t^{k}}{\tau^{2 n}-t^{2 n}}-\frac{\tau^{n-1-k} t^{n+k}}{\tau^{2 n}-t^{2 n}}
$$

we obtain (see [2])

$$
\begin{aligned}
\left(\tilde{S}_{n, k} \varphi\right)(t) & =\frac{1}{\pi i} \int_{\Gamma} \frac{\tau^{n-1-k} t^{k}}{\tau^{n}+t^{n}} \varphi(\tau) d \tau \\
& =\frac{1}{\pi i} \int_{\Gamma} \frac{\tau^{2 n-1-k} t^{k}}{\tau^{2 n}-t^{2 n}} \varphi(\tau) d \tau-\frac{1}{\pi i} \int_{\Gamma} \frac{\tau^{n-1-k} t^{n+k}}{\tau^{2 n}-t^{2 n}} \varphi(\tau) d \tau \\
& =\left(S P_{k} \varphi\right)(t)-\left(S P_{n+k} \varphi\right)(t)
\end{aligned}
$$

Lemma 2. [2] Let $K(\tau, t)$ be a function analytic in $D^{+}$and continuous on $\bar{D}^{+}$ with respect to each of its variables. Then
(1) $\int_{\Gamma} K(\tau, t) \varphi(\tau) d \tau \in X^{+}$for every $\varphi \in X$.
(2) $\int_{\Gamma} K(\tau, t) \varphi^{+}(\tau) d \tau=0$ for every $\varphi^{+} \in X^{+}$.

By the same method as in [2, p.97], using Lemma 2, we can prove the following result.

Lemma 3. Let $M(\tau, t)$ admit an analytic prolongation in both variables onto $D^{+}$and let $M\left(\varepsilon_{1} \tau, t\right)=M\left(\tau, \varepsilon_{1} t\right)=M(\tau, t), M(t, t)=0$ for $\tau, t \in \Gamma$. Suppose that the function $(\tau-t)^{-1}[M(\tau, t)-M(t, t)]$ is continuous on $\bar{D}^{+}$with respect to each of its variables. Then
(1) $\phi^{+}(t)=\int_{\Gamma} \frac{\tau^{n-1-k} t^{k}}{\tau^{n}+t^{n}} M(\tau, t) \varphi(\tau) d \tau \in X^{+}$for every $\varphi \in X$.
(2) $\phi^{+}(t)=0$ for every $\varphi \in X^{+}$.

By the same method as in [2, p. 98], we can prove the following result.
Lemma 4. Suppose that $M\left(\varepsilon_{1} \tau, t\right)=M\left(\tau, \varepsilon_{1} t\right)=M(\tau, t), \quad M(t, t)=0$ for $\tau, t \in \Gamma$. Then

$$
\mathcal{N} P_{j}=P_{j} \mathcal{N}(j=1, \ldots, 2 n), \quad \mathcal{M}=\mathcal{N}\left(P_{k}-P_{n+k}\right)
$$

where

$$
\begin{aligned}
N(\tau, t) & =(\tau-t)^{-1}[M(\tau, t)-M(t, t)] \\
(\mathcal{M} \varphi)(t) & =\frac{1}{\pi i} \int_{\Gamma} \frac{\tau^{n-1-k} t^{k}}{\tau^{n}+t^{n}} M(\tau, t) \varphi(\tau) d \tau \\
(\mathcal{N} \varphi)(t) & =\frac{1}{\pi i} \int_{\Gamma} N(\tau, t) \varphi(\tau) d \tau
\end{aligned}
$$

In the sequel, for every function $a(t) \in X$ we write

$$
\left(K_{a} \varphi\right)(t)=a(t) \varphi(t)
$$

Lemma 5. [3] Let $a(t) \in X$ be fixed. Then for every $k, j \in\{1,2, \ldots, 2 n\}$ the following identities hold

$$
P_{k} K_{a} P_{j}=K_{a_{k j}} P_{j}=P_{k} K_{a_{k j}}
$$

where

$$
\begin{equation*}
a_{k j}(t)=\frac{1}{2 n} \sum_{\nu=1}^{2 n} \varepsilon_{\nu+1}^{j-k} a\left(\varepsilon_{\nu+1} t\right) . \tag{4}
\end{equation*}
$$

Now we deal with the equation of the form (1).
Rewrite this equation as follows

$$
\begin{equation*}
\varphi(t)+\frac{b(t)}{\pi i} \int_{\Gamma} \frac{\tau^{n-1-k} t^{k}}{\tau^{n}+t^{n}} \varphi(\tau) d \tau+\frac{1}{\pi i} \int_{\Gamma} \frac{\tau^{n-1-k} t^{k}}{\tau^{n}+t^{n}} \widetilde{M}(\tau, t) \varphi(\tau) d \tau=f(t) \tag{5}
\end{equation*}
$$

where $\quad b(t)=M(t, t), \widetilde{M}(\tau, t)=M(\tau, t)-M(t, t), \widetilde{M}(t, t)=0, \quad t \in \Gamma$.
In the sequel, assume that $\widetilde{M}\left(\varepsilon_{1} \tau, t\right)=\widetilde{M}\left(\tau, \varepsilon_{1} t\right)=\widetilde{M}(\tau, t)$.
From Lemmas 1 and 4 we can write (5) in the form

$$
\begin{equation*}
\varphi(t)+b(t)\left[S\left(P_{k}-P_{n+k}\right) \varphi\right](t)+\left[\mathcal{N}\left(P_{k}-P_{n+k}\right) \varphi\right](t)=f(t) \tag{6}
\end{equation*}
$$

where $\quad N(\tau, t)=(\tau-t)^{-1}[\widetilde{M}(\tau, t)-\widetilde{M}(t, t)],(\mathcal{N} \varphi)(t)=\frac{1}{\pi i} \int_{\Gamma} N(\tau, t) \varphi(\tau) d \tau$.
Consider the following system of equations

$$
\left\{\begin{array}{l}
\varphi_{k}(t)+\bar{b}(t)\left(S \varphi_{k}\right)(t)-\tilde{b}_{1}(t)\left(S \varphi_{n+k}\right)(t)+\left(N \varphi_{k}\right)(t)=\left(P_{k} f\right)(t)  \tag{7}\\
\varphi_{n+k}(t)+\bar{b}_{1}(t)\left(S \varphi_{k}\right)(t)-\bar{b}(t)\left(S \varphi_{n+k}\right)(t)-\left(N \varphi_{n+k}\right)(t)=\left(P_{n+k} f\right)(t)
\end{array}\right.
$$

where $\left(\varphi_{k}, \varphi_{n+k}\right) \in X \times X$ is unknown and $\tilde{b}(t)=b_{k k}(t), \quad \tilde{b}_{1}(t)=b_{k, n+k}(t)$; $b_{k k}(t), \quad b_{k, n+k}(t)$ are defined by (4).

By the same algebraic method as in [2, p. 103], using Lemma 5 and (3), we can prove the following result:

Lemma 6. Equation (6) is solvable in $X$ if and only if the system (7) is solvable in $X \times X$. Moreover, every solution of (6) is defined by the formula

$$
\varphi(t)=f(t)-b(t)\left[S\left(P_{k}-P_{n+k}\right) \tilde{\varphi}\right](t)-\left[\mathcal{N}\left(P_{k}-P_{n+k}\right) \tilde{\varphi}\right](t)
$$

where $\tilde{\varphi}(t)=\left(P_{k} \varphi_{k}\right)(t)+\left(P_{n+k} \varphi_{n+k}\right)(t)$ and $\left(\varphi_{k}, \varphi_{n+k}\right)$ is a solution of the system (7) in $X \times X$.

In the sequel, assume that $1-a(t) d(t) \neq 0, t \in \Gamma$, where $a(t)=\tilde{b}(t)+\tilde{b}_{1}(t)$, $d(t)=\bar{b}(t)-\tilde{b}_{1}(t)$.

Denote

$$
\begin{aligned}
N_{1}(\tau, t) & =\frac{N(\tau, t)[a(\tau)-d(t)](\tau-t)+d(t)[a(\tau)-a(t)]}{[1-a(t) d(t)](\tau-t)} \\
\left(\mathcal{N}_{1} \varphi\right)(t) & =\frac{1}{\pi i} \int_{\Gamma} N_{1}(\tau, t) \varphi(\tau) d \tau
\end{aligned}
$$

## 3. Main Results

Now we can formulate the main results
Theorem 1. Suppose $N(\tau, t)$ and $N_{1}(\tau, t)$ are functions which admit an analytic prolongation in $D^{+}$and are continuous on $\bar{D}^{+}$with respect to each of their variables. Then equation (6) admits all solutions in a closed form.
Proof. Due to the results of Lemma 6, it is enough to show that the system (7) admits all solutions in a closed form.

System (7) is equivalent to the following system:

$$
\left\{\begin{array}{l}
\psi_{1}(t)+a(t)\left(S \psi_{2}\right)(t)+\left(\mathcal{N} \psi_{2}\right)(t)=g_{1}(t),  \tag{8}\\
\psi_{2}(t)+d(t)\left(S \psi_{1}\right)(t)+\left(\mathcal{N} \psi_{1}\right)(t)=g_{2}(t),
\end{array}\right.
$$

where

$$
\begin{align*}
g_{1}(t) & =\left(P_{k} f\right)(t)+\left(P_{n+k} f\right)(t), \quad g_{2}(t)=\left(P_{k} f\right)(t)-\left(P_{n+k} f\right)(t), \\
\psi_{1}(t) & =\varphi_{k}(t)+\varphi_{n+k}(t), \psi_{2}(t)=\varphi_{k}(t)-\varphi_{n+k}(t) . \tag{9}
\end{align*}
$$

Rewrite this system as follows:

$$
\left\{\begin{array}{l}
\psi_{1}(t)+\left(K_{a} S \psi_{2}\right)(t)+\left(\mathcal{N} \psi_{2}\right)(t)=g_{1}(t),  \tag{10}\\
\psi_{2}(t)-\left(K_{d} S K_{a} S \psi_{2}\right)(t)-\left(K_{d} S \mathcal{N} \psi_{2}\right)(t)-\left(\mathcal{N} K_{a} S \psi_{2}\right)(t)-\left(\mathcal{N}^{2} \psi_{2}\right)(t)=g_{3}(t),
\end{array}\right.
$$

where

$$
g_{3}(t)=g_{2}(t)-d(t)\left(S g_{1}\right)(t)-\left(\mathcal{N} g_{1}\right)(t) .
$$

To solve System (10), it is enough to solve the equation

$$
\begin{equation*}
\psi_{2}(t)-\left(K_{d} S K_{a} S \psi_{2}\right)(z)-\left(K_{d} S \mathcal{N} \psi_{2}\right)(t)-\left(\mathcal{N} K_{a} S \psi_{2}\right)(t)-\left(\mathcal{N}^{2} \psi_{2}\right)(t)=g_{3}(t) \tag{11}
\end{equation*}
$$

By our assumption for $N(\tau, t)$, according to Lemma 2, we have

$$
\mathcal{N}^{2}=0, S \mathcal{N}=\mathcal{N}, \mathcal{N} S=-\mathcal{N}
$$

Hence, (11) is equivalent to the following equation:

$$
\psi_{2}(t)-\left(K_{d} S K_{a} S \psi_{2}\right)(t)+\left(K_{d} \mathcal{N} S \psi_{2}\right)(t)-\left(\mathcal{N} K_{a} S \psi_{2}\right)(t)=g_{3}(t)
$$

Rewrite this equation as follows:
$\psi_{2}(t)-[1-d(t) a(t)]^{-1}\left[\left(K_{d} S K_{a}-K_{d} K_{a} S-K_{d} N+N K_{a}\right)\left(S \psi_{2}\right)(t)\right]=g_{4}(t)$ where $g_{4}(t)=[1-d(t) a(t)]^{-1} g_{3}(t)$, i.e.,

$$
\begin{equation*}
\psi_{2}(t)-\left(\mathcal{N}_{1} S \psi_{2}\right)(t)=g_{4}(t) \tag{12}
\end{equation*}
$$

By our assumption for $N_{1}(\tau, t)$, according to Lemma 2, we have

$$
\left(\mathcal{N}_{1} \psi_{2}^{+}\right)(t)=0, \quad\left(\mathcal{N}_{1} \psi_{2}^{-}\right)(t) \in X^{+}
$$

where

$$
\psi_{2}^{+}(t)=\left(P \psi_{2}\right)(t), \quad \psi_{2}^{-}(t)=-\left(Q \psi_{2}\right)(t)
$$

Hence, from (12), we obtain

$$
\begin{equation*}
\psi_{2}^{+}(t)-\left(\mathcal{N}_{1} \psi_{2}^{-}\right)(t)-\left(\psi_{2}^{-}\right)(t)=g_{4}(t) \tag{13}
\end{equation*}
$$

Equation (13) is just a Riemann boundary value problem

$$
\phi^{+}(t)-\phi^{-}(t)=g_{4}(t)
$$

where

$$
\begin{align*}
& \phi^{+}(t):=\psi_{2}^{+}(t)-\left(\mathcal{N}_{1} \psi_{2}^{-}\right)(t) \in X^{+}  \tag{14}\\
& \phi^{-}(t):=\psi_{2}^{-}(t) \in X^{-}
\end{align*}
$$

This equation has a unique solution

$$
\left\{\begin{array}{l}
\phi^{+}(t)=\frac{1}{2} g_{4}(t)+\frac{1}{2}\left(S g_{4}\right)(t) \\
\phi^{-}(t)=-\frac{1}{2} g_{4}(t)+\frac{1}{2}\left(S g_{4}\right)(t)
\end{array}\right.
$$

From (9), (10), and (14), we obtain

$$
\psi_{2}(t)=\psi_{2}^{+}-\psi_{2}^{-}=\phi^{+}(t)-\phi^{-}(t)+\left(\mathcal{N}_{1} \phi^{-}\right)(t)
$$

and

$$
\left\{\begin{array}{l}
\varphi_{k}(t)=\frac{1}{2}\left[g_{1}(t)+\psi_{2}(t)-a(t)\left(S \psi_{2}\right)(t)-\left(\mathcal{N} \psi_{2}\right)(t)\right] \\
\varphi_{n+k}(t)=\frac{1}{2}\left[g_{1}(t)-\psi_{2}(t)-a(t)\left(S \psi_{2}\right)(t)-\left(\mathcal{N} \psi_{2}\right)(t)\right]
\end{array}\right.
$$

The theorem is proved.

By a similar argument, we prove a dual statement, namely we have
Theorem 2. Suppose $N(\tau, t)$ and $N_{1}(\tau, t)$ are functions which admit an analytic prolongation in both variables onto $D^{-}$and continuous on $\bar{D}$ with respect to each of their variables. Then Eq. (6) admits all solutions in a closed form.

Theorem 3. Let $N(\tau, t)$ admit an analytic prolongation in both variables onto $D^{+}$and let $N_{1}(\tau, t)$ admit an analytic prolongation in $\tau$ and meromophic prolongation in $t$ onto $D^{+}$. Suppose that $N_{1}(\tau, t)$ has all poles in variable $t$ at points $z_{j}\left(\in D^{+}\right)$of order $m_{j}$, respectively $(j=1,2, \ldots, s)$. Moreover, $N(\tau, t)$ and $\prod_{j=1}^{s}(t-z)_{j}^{m_{j}} N_{1}(\tau, t)$ are contiuous functions on $\bar{D}^{+}$with respect to each of theirs variables. Then the equation (6) admits all solutions in a closed form.
Proof. By the assumptions, we obtain the representation (see [2])

$$
N_{1}(\tau, t)=[h(t)]^{-1} N_{1}^{+}(\tau, t)
$$

where $h(t)=\prod_{j=1}^{s}\left(t-z_{j}\right)^{m_{j}}, z_{j} \in D^{+}, N_{1}^{+}(\tau, t)$ admits an analytic prolongation in both variables onto $D^{+}$. Hence, (12) has the following form:

$$
h(t) \psi_{2}^{+}(t)-\left(\mathcal{N}_{1}^{+} \psi_{2}^{-}\right)(t)=h(t) \psi_{2}^{+}(t)+h(t) g_{4}(t)
$$

where

$$
\left(\mathcal{N}_{1}^{+} \psi\right)(t)=\frac{1}{\pi i} \int_{\Gamma} N_{1}^{+}(\tau, t) \psi(\tau) d \tau
$$

Since $\phi^{+}(t)=h(t) \psi_{2}^{+}(t)-\left(\mathcal{N}_{1}^{+} \psi_{2}^{-}\right)(t) \in X^{+}, \psi_{2}^{-}(t) \in X^{-}$, the last equation is a Riemann boundary problem, and from this equation, we can find every solution of (9) in a closed form.
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