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Abstract. In an earlier paper [3] we have proved that, in a linear complementarity

problem with a Q-matrix, the Lipschitzian continuity and the lower semicontinuity of

the solution map are equivalent. In this paper, this fact is proved in the general case

where the underlying matrix M of. the problem need not have any prescribed special

structure.

1. Introduction

For a given M € Rnx', and a vector { € R', the linear complementarity problem

correspondingto M and q is to find r € IR'such that

o ) 0 ,  M x * q 2 0 ,  r T l M r * g ) : 0 .  ( 1 . 1 )

The solution set of (1.1) is denoted by S,v(q). Thus, for a fixed M, Sya is a

set-valued map from IR' into R?. It was known [1] that

D o m S v : U K o ,  ( 1 . 2 )
aCI

where .I : {1,2,...,n) and Ko is the complementarity cone corresponding to

the index set c which is defined by setting

with Mi standing for the ith column vector in M and ei being the jth unit vector

in IRn.

K o : : { D ^ , , - t n ) +  D  p i e i l ) r > 0 , i €  a ;  p i > 0 , j e  / \ a } ,  ( 1 . 3 )
\  i € c  j € l \ a
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In Sec. 3 we shall prove that, for any M € Rnxn the solution map .9y is
Lipschitz on its effective domain if and only if it is lower semicontinuous on the
set. To this end, we first show that if ^9y is lower semicontinuous on Dom,Sy
then M is nondegenerate, and then, by utilizing results inl2,4] we deduce that
in this case Sy is also Lipschitz continuous on DomSy.

F romnowon ,  l e t  Mbeannxn -ma t r i xw i the lemen tsa ; i €  R ,  1 (  i , , j  <n .
For o C {!,2, . . . ,n}, Iet Mo denote the submatrix of M with the elements nii,
i,j e a. The determinants of these matrices are called the principal minors
of M. A matrix is said to be nondegenerate if all of the principal minors are
nonzero. If at least one of the principal minors is zero then M is a degenerate
matrix. For abbreviation, we write Mp instead of Mg,2,...,*\.

Recall that, a set-valued map F from lR' into IRn is said to be Lipschiptz on
a subset [/ C ]R' if there exists a constant number ,L such that

H(F(p),r(q))  < Ll lp -  q l l ;  vp,q eU, (1 .4 )

where 11(., .) denotes the Hausdorff distance. F is called lower semicontinuous
( l . s . c .  f o r sho r t )  a t  q  €DomF i f  f o rany  i e  F (q )  ande  )  0 the reex i s t s  d  >  0
such that f '(S)n B(i,e) # A for all g € 8(5,6) f lDomF. Or, equivalently, for
any r € F(q) and any sequence (q^) C DomF converging to q there exists a
sequence (r-) such that r^ e F(q^) for each rn € N and r^ -' t. Finally, F
is said to be l.s.c. if i t is l.s.c. at every point of Dom.F.

2. Lower Sernicontinuity of Sy Implies Nondegeneracy of M

Theorem 2.1 below is one of the two main results of this paper. For the proof
of that theorem we shall need the following lemma.

Lernma 2,L.  LetM € IR'x ' .  For  euery n)  k)  2 and k> I  > 1 there er is ts  a
uec to r  u  :  ( u t , , u2 t ' . . , o r ) '  e  Rk  such  tha t

ur :  det (Mtt , . . . , r , t t t r t )

uT Mp: det(Mp).ef.
and

(2 .  1 )

(2 .2 )

Proof. For each i:7,...,k we define ti as the cofactor of a; in the matrix
Mx. BV Ml" we denote the j-th column vector of Mp. Flom the theory of
determinants it follows that

L L  J  r  0 t

Or, uT Mp : det(Mr)efl. Besides, ur : det (u1,...,,.)\t,)) by definition. The
proof is complete. r

Theorem 2.I. For any M € R'*', Lf Su(') ' is l.s.c. then M ,is nondegenerate.

Proof. We first consider the case n: L If. M is degenerate then M: (0) and

ur Mio: 
{ 3*,r-,
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I m *  i f  q : 9 ,
^  / \  |  ̂S u k ) : 1 0  i f  q > 0 ,

[ 0  i f q < 0 .

So ^9irz is not l.s.c. at q - 0 € DomSv'

Now, for the case n ) 2, we suppose' by contrary, that ^9u is l's'c' and M

is degenerate. Denote by Mo the singular submatrix of M having the property

that all its proper principal minors are nonzero. Without Ioss of generality, we

can  assume tha t  o  -  
{ I , 2 , . . . , k } ,  k  <  n .  So ,  de t (M ; ' )  : 0  and ,  i f  / c  >  1 '

de t  (M1r , . . . , r " ) \ { ' } )  I  0  f o r  a l l  I  e  {1 , . . ' , l t } .
I i  f ' :  i  dtr"ti 'ort : 0. Choose t :: (1,0,"' ,0)" e R' and, for each rn € N,

where r : :  max{lazr l , losr l , . . . , lo ' r l }  + 1 > 1. I t  is not di f f icul t  to ver i fy that

t e Su(4), O e }v(q-) for every m€ N. So q € Dom'9v and q- € DomSv

for every-rn € .l/. Furthermore, q^ - 4. By the lower semicontinuity of ,9rrz(.)

there exists a sequence (r-) satisfyingr^ e Su(q*) for all rn' € N and

) ig - " * : r :  (1 'o ' " ' ' o ) " '

We have

)l\(,r"* * q*): a

It follows from (2.4) and (2.5) that for sorle ?7rs large enough we have

( (Mr*n q^n)i ) 0; Vi > 2,

t ' f f t
Since s-o € S*r(q*o), from (2.6) we obtain

[  * 7 " : o t  v j > 2 '
|  (M* *o *  g *o )1  : 0 .  

Q '7 )

Using the first property in (2.7) and_the assumption o11 : 0, one has

'o  + q^o)r  : f .or1* i "  +  qTo :*  t  O '
j : r

This contradicts the second property in (2.7).

Now assume that /c > 1. Since M6 is singular, k column vectors of. Mp arc

linearly dependent. By Lemma 2.1 in [2] we can find '\r,.. ' ,)t ) 0 such that

at least one of them equals zero and

(2.3 )

(2.5)

l ,  A \

(2.6)
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I

;
1 (kth)
U

:
0

(2.8)

(2.10)

(2 .11)

k k

Dr'r:lx1ul.
i=r  i : r

Since'all the columns of Mphave the same role in the sense that M1r,...,t1\{r}

is nonsingular for all I e {t,...,k}, without loss of generality we can assume

that .\* : 0 and (2.8) can be rewritten as follows

k k-L

Dqt : l ) , iaq;  V i  :  1 ,  . . .  ,  k .
j=r  i : r

Now let i, rt, 4, q* (m € N) be the vectors in IR' defined by

(2.e)

q ^  : : 4t

- D  r a u

-D ran i (k'n)

where

k k
- - - - f r x - -  . . t  l Sr  : :  I n & x 1  |  ) , a n + t , i l , ' . . ,  |  . L

l t uj : r  i=r

Then

o , r l , l t  \ i a t  + r , i | , . . . , 1  D \ r o , r l )  +  r .
i : r  i=r

k- l k -1

M n + q :

0

0
sfr
Li:rax+t3 + r

:
sJc

L i :1an i  + r

0

0
1

:

Using (2.9)-(2.11), we obtain

(k'n) (2.t2)
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0

:
0

7n

Dl:l x1"r*r,i t r

Dl:l x',o^i +,

Combining (2.12) and (2.13) with (2.10) it implies that o e ^912(4) and

r' € S4a(q^); Vrn € N. Furthermore, q* -+ q as rn -------+ m. By the lower

semicontinuity of ^9y, there exists a sequence (r-) converging to i and rm e

Su(q*), m € N. Since r- ---+ i and Mxm * q^ - Mi + q, from (2'10) and

(2.L2) it follows that there exists rno large enough such that

I r T " r g ,  V i  1 , . . . , k ,

l ( M r ^ o * q n o ) i ) 0 ;  v j  l c + 7 , . . . , n .  
( 2 ' I 4 )

Since r-o e Su(q*o), (2.14) implies

{  
( M ' ^ "  *  q ^ o ) t : 0 1  V i  1 , ' '  '  ,  k ,

l r i o : o ;  v j  k + ! , " ' , n '  
( 2 ' 1 5 )

Thus, by setting z i: Mr^o * q-0 one gets

0

0
0

zk+t

;*

: z: Mtr^o + q*o

- I + 
(,t'n) 

l. 
(2.13)

_ M

^fno

:
^nO&k

0

0

-k-  Li=ta4
:

-lc-  L i : tok l
r

r

(2 .16)

Noting that Ml is the jth column vector of Mp, one derives from (2.16) that
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€ Rk. Q.17)

n l -K'- Sarlsrylng

un :  de t (Mn- r ) .

(2 .18)

(2 .1s)

Taking the scalar product of both sides of the equality in (2.17) with u we have

k

D@7" - t)ur Mrr +
j : r

This together with (2.18) gives det(M;-1) : nk:0, a contradiction with the
definition of. Mp. So M is nondegenerate and the proof is complete. I

3. Equivalence Between the Two Continuity Properties

The next theorem is the second main result of this paper.

Theorem 3.L. Let M eRnxn. Then Sya i,s Lipschitz onDomS;a if and only
if it is lower semicontinuous.

Proof. Obviously we need only verify the sufrcient condition. Assume that Str
is l.s.c. on DomSy. By Theo m 2.1 M is nondegenerate, and hence, by [1]
Su(q) is a finite set for every g Dom,9y. Besides, by virtue of [4, Proposition
Il, Spr is uniformly Iocally upper Lipschitz on Dom,Sv. That is, with a certain
positive number ) > 0, for all Q €DomSy there exists d(4) > 0 such that

su(q)  c  sv(d +  ̂ l lq  -  q- l lB(O,1) ;  vq e B(q,6(q)) .  (3 .1)

The proof of the theorem now can be divided into three lemmas. r

Lemma 3.1. For any Q € Dom^9y there es'ists 11 ) 0 such that

H (Su(q), Sm(i l) S l l ls - 4l l ;  Yq e B(q,4) n Dom^9y. (s.2)

Proof. Take any q € Dom^9y and assume that ^9y(4) : {xr,...,xk}. We set

e :: min { l l" '  -  r j l l ,  L < i  < j  <k} > o. (3.3)

Since,Srrr is l.s.c. at q and Su(il is finite, there exists dr > 0 such that

Su(q)  n  B  ( r i , i )  +  A t  vq  e  B(q  d1)  n  DomS M,  Y i  :  r ,2 , .  .  .  , k .  (3 .4 )

1-?Jk : 0.
rno
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We now choose 4::  min{dr,d(4),e12\}.  Then for al l  g € B(Q,d oDom^9rz
both (3.1) and (3.4) hold. For every rt e ^9v(4), by (3.4) there exists u such
that

u e Su(q) and llo - ""ll 
< f,. (3.5)

By the definition of e it follows that

u / xi + ta1o, t;, vi + i, (3.0)

hence, noting that )llq - 4ll < Aq < el2 we have

a / ri + Allq - qllB(0,1), vi + i. (3.7)

On the other hand, from (3.1) it follows that
lc

a e su(q) c U (c, + )l ls - 4llB(0, 1)). (3.8)
J : l

Combining this with (3.7) we get

u e s " * ) l l q - 4 l l B ( 0 , 1 ) ,

of t

r '  e u+ ) l lq-  q l lB(0,  I )  c SM(q)+ ) l lc  -  Al lB(0,1).
Since this inclusion holds for every ct e .9irr(4), it follows that

s u@) c S u(il + )l lq - q-l lB(o, 1)

which together with (3.1) yields (3.2). r

Lemma 3.2. For aII p,q € Dom,9y such that b,ql c Dom.9y we haue

H(Su(d,S,rz(q)) < ) l lp -  ql l ,  (3.e)

where lp,ql denotes the segment co{p,q}.
Proof . This lemma can be derived from Lemma 3.1 and the compactness of the
segment [p, {J. r

Lemma 3.3. There exists L20 suchthat

H(Su(il,9u(q)) < Lllp - qll, Yp,q e Dom.9v.

Fbom this lemma the theorem follows.

Proof. Applying [2, Corollary 2.1] for the class of polyhedral convex cones

{Ko, a e /} there exists'y ) 0 such that for all p € Ko, Q e Kp with a g I,

P g I, there exists u € Ko fl Kp satisfying

l lp - qll > t(llp - "Ll + lls - ull). (3.10)

Now we set tr:: A/7. For allp,q € Dom,9y there are ag I and B C f such
that p € Ko and q e Kp. Denoting u € KoO Kp the vector satisfying (3.10) we
have
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lu,pjc K.-CDomSpa, lu,qlC KB c Dom,Sy.

From (3.9) one gets

H (S m (p), S v ("\) < )l l" - pll,

H (S 7a (u), S u (q)) S )l lu - qll.

Combining these two inequalities we obtain

H (S u @),SM (q)) < H (S n @),S,1a (")) + H (S 7a (u), S M (d)

s ̂ (llu - pll + ll" - sll)

= ]llo - sll : Lllp - sll.- ' t " '

The proof is complete. r
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